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Abstract: Model regularization methods that perform embedded variable selection during the model
estimation process have great potential for increasing model interpretability. In cases where the predic-
tor variables form clusters (such as in gene expression data, where genes belong to different regulatory
pathways), the selection of important variables using model regularization is more challenging. This
is especially true when the variable clusters are not known a priori. “Supervised clustering” methods
in the literature, such as Pairwise Absolute Clustering and Sparsity (Sharma (2013)), Simultaneous
Supervised Clustering and Feature Selection (Shen (2012)) and Cluster Elastic Net (Witten (2014))
are able to learn variable clusters from the data and select important clusters during model estimation.
However, the correlation structure of inactive variables (i.e. variables that do not predict the response)
can impact the variable selection, clustering and prediction quality of these methods. Inactive variables
come in several types: they can be correlated or uncorrelated with each other, as well as correlated or
uncorrelated with active variables. This poster presents a simulation study comparing state-of-the-art
supervised clustering methods and demonstrating the impact of the correlation structure of inactive
variables on prediction and clustering performance.
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